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Abstract

Digital Humanities represent a significant advance in the research
and preservation of cultural heritage, enabling the application of
computational methods to the analysis of historical documents. In this
context, Named Entity Recognition (NER) stands out as an important
technique that allows scholars to automatically extract, classify, and
organize essential information from historical sources. In this study, we
focus on developing an NER model tailored to documents written in pre-
modern Serbian. A NER model was trained on the historical corpus that
included the Banjska Chrysobull, the third example of De€ani Chrysobull,
and the collection of 13"-century charters and letters from the Dubrovnik
archive. The model was evaluated on two representative documents: the
Will of Milo§ BelmuZzevi¢ from 1500 and unpublished manuscript from
1778 preserved in the archive of the Greek Orthodox Church of St. George
in Vienna. The developed NER model is based on a Convolutional Neural
Network architecture and trained to recognize three distinct entity types—
personal names, toponyms, and demographic references. Although the
model achieved an F1 score of =0.92 on the development set, its
performance declined on the evaluation set, i.e., previously unseen
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documents. Generally, this study presents the first application of NER to
medieval Serbian documents written in pre-modern Serbian, thereby
contributing to historical research and the preservation of cultural heritage.
The proposed approach establishes a good foundation for further
refinement of the developed model.

Keywords: Named Entity Recognition; Pre-modern Serbian; Digital
Humanities; Cultural Heritage

1. Introduction

In recent decades, the field of Digital Humanities (DH) has emerged
as a transformative approach to the study, interpretation, and preservation
of cultural heritage (Kagaba Amina, 2024). This interdisciplinary field has
proven particularly valuable in the context of historical documents
(Milligan, 2022). Specifically, documents written in archaic scripts benefit
greatly from digital techniques that enhance accessibility and deepen
scholarly understanding (Alstola & Svard, 2024).

Among the various techniques employed in DH, Named Entity
Recognition (NER) plays a particularly important role. It is designed to
identify and classify entities in unstructured text into predefined categories
such as persons, locations, organizations, demographics, events, and others
(Jehangir, Radhakrishnan, & Agarwal, 2023). In the field of history, NER
serves as a powerful tool for extracting knowledge from historical
documents, enabling deeper semantic analysis and supporting more
comprehensive historical interpretation (Ehrmann, Hamdi, Pontes,
Romanello, & Doucet, 2023).

In the context of the Serbian language, NER has been increasingly
applied to modern and printed texts with the support of machine learning
and transformer-based models (Marovac, Avdi¢, & MiloSevi¢, 2023), thus
enabling more advanced information extraction from contemporary
historical sources. However, considerably less attention has been directed
toward historical varieties of the Serbian language. In that sense, the pre-
modern Serbian, which was used in medieval administrative, legal, and
ecclesiastical documents, has remained largely wunexplored in
computational NER research.

To address this gap, this study focuses on developing an NER model
tailored to documents written in pre-modern Serbian. The model was
trained on a historical corpus that includes the Charter of King Stefan Uro$
IT Milutin to the Monastery of St. Stefan in Banjska (Banjska Chrysobull)
(Trifunovi¢, 2011), the third example of the Charter of King Stefan Uro$
IIT Nemanji¢ to the Monastery of Visoki Decani (Decani Chrysobull) (Ivi¢
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& Grkovié, 1976), and the collection of charters and letters from the 13%-
century preserved in the Dubrovnik archive (Stojanovi¢, 1929). To evaluate
the model’s performance, we selected two representative documents: the
Will of Milo§ Belmuzevi¢ (Polomac, 2025; Obradovi¢, 2024) from 1500
and unpublished manuscript from 1778, housed in the archive of the Greek
Orthodox Church of St. George in Vienna (Plochl, 1983; Ransmayr, 2018;
Turczynski, 1959; Seirinidou, 2011).

The developed NER model, employing a Convolutional Neural
Network (CNN) architecture and trained to recognize three distinct entity
types—personal names, toponyms, and demographic references—achieved
an F1 score of approximately 0.92 on the development set. Its performance,
however, declined when applied to previously unseen documents,
reflecting the linguistic and orthographic variability inherent in historical
sources. Despite these challenges, this study represents the first application
of NER for pre-modern Serbian, thereby contributing to both historical
scholarship and the preservation of cultural heritage. The presented
approach provides a robust foundation for further methodological
improvements of the developed NER model.

The remainder of this paper is structured as follows. Section 2
provides an overview of related work. Section 3 presents the development
of the NER model and the evaluation strategy. Section 4 discusses the
findings. Finally, Section 5 offers concluding remarks and outlines
directions for future research.

2. Related Work

NER is a fundamental task in Natural Language Processing (NLP)
that involves identifying and categorizing entities in unstructured text into
predefined classes such as personal names, organizations, locations, time
expressions, quantities, and other domain-specific types (Jehangir,
Radhakrishnan, & Agarwal, 2023). Although NER has been an established
NLP task since the 1990s, its application to the Serbian language remained
limited until the early 2010s, when more systematic and domain-specific
research efforts began to emerge (Marovac, Avdi¢, & MiloSevic¢, 2023).

Early efforts in Serbian-language NER include the system
developed by (Vitas & Pavlovi¢-Lazeti¢, 2008), which combined
morphological and lexical analysis with dictionary-based resources to
recognize personal names and geographic entities. Authors (Ljubesic,
Stupar, Juri¢, & Agi¢) developed a machine learning-based NER system
for Croatian and Slovene languages, closely related to Serbian, using
conditional random fields. The model was trained on annotated web and
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news corpora (e.g., SETimes, Vjesnik) and incorporated linguistic and
distributional similarity features derived from large unannotated
monolingual corpora. Krstev, Obradovi¢, Utvié, & Vitas (2014) enhanced
an earlier rule-based approach (Krstev, 1997), incorporating transducers
and thesauri to identify personal and geopolitical entities. This approach
was later utilized to construct a gold-standard dataset of news articles
annotated with personal names, which served as training data for machine
learning models such as Stanford NER and spaCy (Sandrih, Krstev, &
Stankovi¢, 2019). In the context of cultural heritage, (Tanasijevi¢, 2019)
developed a system for annotating cultural heritage documents with
metadata by recognizing entities like years, person names, and document
topics. Authors in (Todorovié¢ Sandrih, Krstev, Stankovi¢, & Negié¢ Ikoni¢,
2021), developed a NER model (SrpCNNER) based on a CNN architecture,
trained on a corpus of Serbian novels written between 1840 and 1920. The
model was designed to recognize seven named entity categories —persons,
locations, organizations, roles, events, demos, and art works—and
achieved an F1 score of approximately 91% on the test dataset. Authors in
(Nesi¢ Ikoni¢, Petalinkar, Stankovi¢, & Utvi¢, 2024) introduced the
SrpCNNeL model, which builds upon the NER backbone SrpCNNER2 by
incorporating an entity-linking layer designed to align recognized entities
with entries in the Wikidata knowledge base. The SrpCNNER2 model is
trained using the spaCy Python module, employing the same model
architecture as SrpCNNER (Todorovié¢ Sandrih, Krstev, Stankovié, &
Nesi¢ Ikoni¢, 2021) across a diverse dataset containing sentences from
Serbian novels (1840-1920), legal documents, as well as sentences
generated from the Wikidata knowledge base and the Leximirka lexical
database.

More recently, transformer-based models have brought significant
advancements to NER in South Slavic languages. For example, (Ljubesi¢
& Lauc, 2021) introduced a multilingual transformer model BERTi¢, pre-
trained on 8 billion tokens from web-crawled corpora in Bosnian, Croatian,
Montenegrin, and Serbian. This model was fine-tuned on several domain-
specific datasets, including SETimes.SR (Batanovic, Ljubesi¢, &
Samaradzi¢, 2018), ReLDI-sr (Ljubesi¢, Erjavec, Batanovi¢, Milicevi¢, &
Samardzi¢, 2025), and news article corpora, demonstrating strong
performance in modern NER tasks. Authors in (Ikoni¢ Nesi¢, Petalinkar,
Skori¢, & Stankovié, 2024) conducted a comparison of different
architectures and techniques for preparing NER models via integrating
BERT with spaCy. They trained models to recognize seven entity types—
persons, locations, organizations, professions, events, demonyms, and
artworks—using a set of Serbian novels (1840-1920), modern newspaper
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articles, and knowledge-base—derived sentences from the Wikidata
knowledge base and Leximirka lexical database.

Despite the progress of NER for the contemporary Serbian
language, the application of such methods to its historical varieties remains
limited. This study presents the first attempt to develop and apply an NER
model tailored to such script. By doing so, this paper addresses a critical
gap in the digital processing of Serbian medieval textual heritage and
contributes to the broader objective of enhancing access to historical
content for both scholars and the wider public.

3. NER Model for Pre-modern Serbian

In this section, we present the training process of the NER model*
for pre-modern Serbian, followed by a detailed evaluation of its
performance.

3.1. Training

We trained our model on the training corpus, which includes
Banjska Chrysobull, De¢ani Chrysobull and the collection of 13%-century
charters and letters preserved in the Dubrovnik archive. We should mention
that the Banjska Chrysobull, along with the Decani Chrysobull, are the
richest medieval sources of personal and geographical names (Grkovié,
1983; Loma, 2013).

The training corpus was first manually annotated, including entities
like personal names (PERS), locations (LOC), and demographic references
(DEMO).

To prepare the corpus for training, we first segmented the texts into
sentences, resulting in a total of 6715 sentences (38900 words), of which
4112 contain named entities. Table 1 shows the distribution of entities in
the corpus.

Table 1. Distribution of Entities in the Training Corpus

Entity Total Unique
PERS 7562 2490
LOC 1525 1275
DEMO 85 54

4 https://github.com/marijadjokic/ner pre_modern_serbian
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We then created annotations list as tuples sentence-list of entities. An
example of such tuple is: ,,cemoy oy60 cHb O pEcTole W necHOYIO Wifa
FABUM Ce He FKO paboT Hb Hb HKO Bifka 1 I'b BchXb 10710y BITBKOYIIOYIO FETO
WI'Th GeCTPT'HOYy TBOpE M IIPMBOAE Kb WIOy M CEro Maiye MoHCeH

npociaBikaKE He 00 HIKOKE MOWCH 3aj1 HHa Oxuk Bunb Bb KaMeHH™,
Hentities™: [[171, 177, ,,PERSON*], [201, 206, ,,PERSON*“]].

Afterwards, spaCy v3.7.5 allows us to specify a custom CNN
architecture within a simple text file. Using the quick-start widget’, we set
up the default settings. For our model, the language was Serbian, containing
only the ner component. The model was trained on a CPU. We made
specific adjustments to the default configuration:

= [components.tok2vec.model.encode]: The token-to-vector layer size
was increased from 96 to 300 (the maximum recommended value).

= [components.tok2vec.model.encode]: The architecture wused is
HashEmbedCNN, with input and output width set to 300, 4
convolutional layers, 2,000 rows in hash embedding tables, a window
size of 1 token for concatenation during convolutions, and no
pretrained static vectors.

We then employed a Python library to randomly partition the loaded
annotated data into two separate sets: a training set and a testing set, where
20% of the data is allocated to the test set, while the remaining 80% is used
for training. This stratification ensures that the model can be trained on the
majority of the data and subsequently evaluated on a held-out subset,
providing an unbiased estimate of its performance.

Model training ended up after 15 epochs having 92.08%, 93.11%
and 91.08% F1 score, precision (P), and recall (R), on the development set,
respectively. The number of epochs is automatically generated.

3.2. Evaluation

Our evaluation dataset comprises two historical documents
previously mentioned: the Will of Milo§ Belmuzevi¢ from the 1500s
(Figure 1) and the document from the Greek Orthodox Church of St.
George in Vienna from 1778 (Figure 2).
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Figure 1. The Original Scanned Will of Milo§ Belmuzevi¢, dated
September 8, 1500. Source (Obradovi¢, 2024)
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Figure 2. The Original Scanned Document from the Greek Orthodox

Church of St. George in Vienna, dated February 22, 1778.
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Table 2 provides the results, i.e. named entites of manual annotation
of these documents.

Table 2. Distribution of Named Entities in the Evaluation Dataset

Entity Will of Milo§ BelmuZevi¢ Church Document
PERS 40 33

LOC 20

DEMO 2

We have run the previously trained model on these documents
separately, and obtained the precision (P), recall (R) and F1 scores
displayed in Table 3.

Table 3. Classification Report of NER Model on the Evaluation Dataset

Entity Will of Milo§ BelmuZevi¢ Church document
P R F1 P R F1
PERS 0.26 0.33 0.29 0.53 024 0.33
LOC 0.17 0.25 0.20 0.22 022  0.22
DEMO 0.0 0.0 0.0 0.0 0.0 0.0

Table 4 represents normalized confusion matrix, where the columns
P * (P_P, P_L, P_D) represent the predicted labels, while the rows T *
(T_P,T L, T D)represent the true (gold standard) labels (P refers to PERS,
L refers to LOC, and D refers to DEMO). T_O refers to all tokens that do
not belong to any of the annotated entity types, while P_O refers to all
tokens that the model predicted as non-entity.

Table 4. Confusion Matrix on the Evaluation Dataset

Entity Will of Milo$ BelmuZevi¢ Church Document
PP PL PD PO PP PL PD PO

TP 13 1 0 26 8 0 0 25
TL 5 0 12 0 2 0 7
TD 1 0 1 0 0 0 0
TO 3 o0 o0 2 7 7 0 0
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4. Disscusion

During the model development, we encountered 68 errors,
primarily resulting from orthographic variation, tokenization mismatch,
and annotation inconsistency. A major linguistic challenge stems from pre-
modern orthography, which exhibits unstable spelling conventions and
variable use of diacritical marks (e.g., &, ¥, #, &, ...). These forms disrupt
morphological segmentation, as the same morpheme may appear in several
orthographic variants that do not align with modern normalization rules.
Such discrepancies hinder both tokenization and the recognition of entity
boundaries because standard NLP pipelines are trained on normalized
modern orthography and lack mechanisms to account for the historical
graphemic inventory of early Cyrillic scripts. Future improvements should
thus include orthography-aware tokenization and morphological
normalization layers capable of mapping graphemic variants to canonical
lemma forms before NER training. For example, the errors can be observed
in the following sentences:

[28, 31] mo musocTu Gxien H creaHb BIACIaBb NUITY Te KHEXKE
n¥6posrubckun Bchu wibkunh (wrongly annotated entity Bndcnass);

[7, 16] M1’ ko 60rjaHOBH a 6paT My TOJIOIE U IParociashb a CHb MOY

npubuns a 1bx Moy 6paroxHa (wrongly annotated entity GormaHoBH);

[17, 19] ¥ ra 63 Haldro ut xa (wrongly annotated entity uC xa)

Following manual correction of the misaligned entity spans, the
model achieved robust results on the development set. However, the
model‘s performance on previously unseen documents remained limited,
as indicated by the metrics in Table 3 and Table 4. A detailed study was
therefore conducted. It is important to note that both the training and
validation corpora were fully lower-cased.

In the case of the document from the Greek Orthodox Church, the
model is significantly more effective at identifying PERS than LOC
entities. It correctly detected given names such as mapie, mapis, zaru,
johan, martsis, mapin, rewpria, and rewpria. Seven false positives were
recorded, with the most notable being the word kanuTaHa (“captain) and
Hbrose (“his”), which the model misclassified as personal names. For LOC
entities, two true positives were retrieved (BieHHb and kanenu 6eukoi),

whereas seven false positives appear - including neuaT, caHa¥kb and
wraepbwdy¥. The last token was rejected as a true positive solely because
of the trailing comma. No DEMO-type entities occurred in this document.

In the case of the Will of Milo§ Belmuzevi¢, the model exhibited a
similar pattern: higher recall for personal names than for toponyms. The model

304



JUDIG - Proceedings, November 21-23, 2024. Belgrade

correctly recognised forms such as MunW', BYKO, MaTerallb, TUMOTEN, MapKY,
NPMBEHOBMKIO, AMMTPA, FKIUMKR, AMUTPb, CTena, ena, iwsaHa, and BYKb.
Nevertheless, thirteen false positives were annotated. The most illustrative
error was the token 6&m¥esil, which was mis-labelled because its non-
standard characters prevented normalisation; the same mechanism explains
the false assignments for mapk¥ and mateta. Tokens such as mape (“mother”)
and HerosY (“his”) were likewise mis-tagged as names. For LOC entities, the

model proposed momwy, m¥HapY, efBo, wasapb, and koko, but confusion
between PERS and LOC entities was common. In addition, two DEMO-type
entities appear as false negatives.

In general, the model performed well on the development set but
still struggled with previously unseen material. Across the evaluation
dataset, the model identified personal names more reliably than locations,
which is expected, given the large number of PERS entities in the training
data. Findings underscore the need for domain-specific preprocessing, such
as Unicode normalization and character-trained tokenization, as well as
stringent annotation guidelines, to improve generalization and robustness
on previously unseen documents.

It should be noted that, although the current evaluation corpus is
relatively small and therefore insufficient for broader statistical
generalization, the results are nonetheless valuable as a proof of concept
demonstrating the feasibility of automatic entity recognition in historical
Serbian texts. This initial success establishes a solid foundation for
subsequent linguistic and computational advancements.

5. Conclusion and Future Work

This paper represents the first end-to-end NER pipeline designed
for pre-modern Serbian. By assembling and annotating a historical corpus
comprising of the Banjska Chrysobull, Dec¢ani Chrysobull and the 13th-
century charters and letters from the Dubrovnik archive, we trained a
SpaCy-based model that achieves F1 ~92%. Evaluation of two previously
unseen documents—the document from the Greek Orthodox Church of St.
George in Vienna (1778) and the Will of Milo§ Belmuzevi¢ (1500)—
confirmed that the system substantially outperforms manual lookup but still
struggles when confronted with non-standard orthography.

Despite these challenges, we could conclude that the proposed
model enables faster analysis of Serbian medieval documents, thereby
advancing historical scholarship while simultaneously enriching digital
humanities methodologies.
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Future work will focus on expanding the training corpus,

particularly to increase the number of entities related to location and
demographic data to improve model performance. Additionally, we will
stringent annotation guidelines and explore how transformer-based models
can be utilized for the NER task in the same domain.
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Prepoznavanje imenovanih entiteta za istorijske varijetete
srpskog jezika: preliminarna studija

Marija Dokié Petrovié,
Mihailo St. Popovic,
Viadimir Polomac

U ovom radu predstavljen je prvi model za prepoznavanje
imenovanih entiteta za istorijske varijetete srpskog jezika. Model je
treniran na ru¢no anotiranom istorijskom korpusu koji obuhvata povelju
Kralja UroSa II manastiru Banjska (Banjska hrisovulja), tre€em primerku
povelje Kralja Stefana UroSa III Nemanji¢a manastiru Visoki Decani
(Decanska hrisovulja) 1 skupu povelja i pisama iz dubrovackog arhiva iz
XII veka. Anotacije su obuhvatile tri kategorije entiteta — li¢na imena
(PERS), toponime (LOC) i demografske reference (DEMO) — pri ¢emu su
ukupno zabelezena 9172 entiteta u 6715 recenica. Konkretno, 7562 entiteta
tipa PERS, 1525 entiteta tipa LOC 1 85 entiteta tipa DEMO. Broj anotiranih
recenica je iznosio 4112.
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Za obuku modela je primenjena Convolutional Neural Network
arhitektura u okviru spaCy-ja. Posle 15 epoha model je na razvojnom skupu
postigao preciznost (P) 93,11%, odziv (R) 91,08 % i F1 92,08%.

Evaluacija je izvrSena nad dva dokumenta: Testamentu Milosa
Belmuzevica iz 1500. godine i do sada neobjavljenom dokumentu koji se
nalazi u arhivi grcke pravoslavne crkve Svetog Porda u Becu, a koji datira
iz 1778. godine. Na ovom setu performanse modela su opale: F1 rezultati
za PERS, LOC i DEMO entitete variraju od 0% do 33%, uz izrazeno bolju
tacnost za li¢na imena nego za toponime.

Detaljna analiza 68 uocenih greSaka prilikom procesa treniranja
modela, pokazala je da su najces¢i uzroci loseg rada modela ortografska
kompleksnost 1 retke dijakritike koje remete tokenizaciju, Sto dovodi do
neuskladenih opsega anotacija. ReSavanjem problema pogresno anotiranih
entiteta znacajno je poboljSana stabilnost treninga i metrika na razvojnom
skupu, ali su problemi ostali prisutni na tekstovima koji nisu poznati
modelu.

Ovaj rad doprinosi digitalnim humanistickim istrazivanjima i
razvoju alata za automatsku obradu srpskih srednjovekovnih izvora,
postavljaju¢i osnovu za buduce studije. Nalazi ukazuju na potrebu za
proSirenjem korpusa, Unicode normalizacijom, karakter-baziranom
tokenizacijom, strozim smernicama za anotaciju i primenom transformer
modela radi bolje generalizacije nepoznatih dokumenata.

Kljucne reCi: prepoznavanje imenovanih entiteta; istorijski varijeteti
srpskog jezika; digitalne humanisticke nauke; kulturno naslede.
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