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A prerequisite for the correct implementa-
tion of the architecture (its modules and sys-
tems) of a SOC (Security Operation Centre, 
or Organisation Security Management Centre) is 
to monitor the entire IT infrastructure or to 
monitor the part that an organisation wants 
to protect in the best manner possible. There-
fore, we will follow the functional steps so as 
to adequately describe the purpose and con-
cepts of each separate part of the architecture, 
which can be seen in the figure below.

Before setting up sensors and designing 
correlation or analysis rules, it is necessary 
to assess the overall security level of the IT 
infrastructure that is to be monitored. This 
will enable us to establish whether an intru-
sion path can effectively lead to an intrusion 
into the desired system and to also establish 

all the potential critical points linked to such 
an intrusion attempt. Primarily, this compre-
hends the assessment of risks for the entire 
infrastructure, which represents the basis for 
defining all necessary activities for protection 
and. hence, the basis of the monitoring sys-
tem as well (Ganame, Bourgeois, Bidou and 
Spies 2006). Additionally, a security policy 
should be defined regarding access clearance 
and allowed operations.

Technical and 
organisational inventory

The evaluation of the security level can be di-
vided into two parts, namely:

vulnerability assessment. 
assessment of the system criticality level.
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ABSTRACT

The global architecture of the Security Operation Centre within an organisation comprehends the 
implementation of all modules and systems that generate security events, collect security events, store 
security events and analyse and react in the case of detected incidents. This paper highlights the pre-
requisites for the correct implementation of the Security Operation Centre of an organisation.
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These two assessments must be performed 
before defining the actual level of collection of 
system records from a device. Also, after the 
collecting is finished, these two types of in-
formation should be included in some form of 
documentation. In our case, this type of docu-
mentation represents a knowledge base. In this 
implementation, this type of record is found in 
the SOC segment called Client Configuration 
Record (CCR). The collecting of this data can 
be performed in two ways, namely:

by using the Black box approach.
by using the White box approach.
The source of data for the first method of data 

collection is penetration testing without knowl-
edge of the client infrastructure. This type of 

approach is widely used and gives results very 
quickly. The second method is, however, more 
appropriate if exhaustive data collection with a 
detailed list of monitored systems is desired and 
a detailed intrusion path generation is provided.

System criticality should be defined in accor-
dance with the relative consequences that may oc-
cur should the system be penetrated. In order to 
reduce the subjectivity of such an operation, it is 
necessary to use standard taxonomy when deter-
mining attacks on information systems, as well as 
classification in accordance with valid scales, de-
fined within the company, and if the company in 
question has no developed mechanisms, examples 
from accepted practice should be used.

SOC architecture (Ganame, Bourgeois, Bidou and Spies 2006)
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System vulnerability 
database 

The vulnerability database contains in-
formation on detected breaches in infor-
mation systems, as well as data on insecure 
behaviour that could affect or does affect the 
overall security level, i.e. those that an attack-
er could use for an intrusion (Ganame, Bour-
geois, Bidou and Spies 2006). The format of 
the database must enable the inclusion of the 
following vulnerability types:

Structural vulnerabilities, i.e. vulnerabilities 
that are specific to a given piece of software, 
such as buffer overflow, format string, etc. This 
part of the database is, obviously, the easiest one 
to implement, fill in and maintain. Most of these 
processes can be scripted, since the information 
is available from public sources, such as public 
mailing lists, recommendations for software setup 
and web locations. However, the level of valida-
tion and correlation (if multiple sources are used) 
should be mandatory, and it is necessary that a 
professional team should do it.

Functional vulnerabilities that depend on the 
configuration, operational behaviour, users, etc. 
These vulnerabilities differ from the previous ones 
because they are deeply dependant on their envi-
ronment. For example, an NFS mount should be 
considered a functional vulnerability, since an in-
truder could access an account/host, which would 
enable him to mount a file system. Therefore, it 
will be assumed that many such vulnerabilities 
are present in systems, but they can be considered 
“inactive” as long as at least one of the required 
conditions is not met with.

Topology-based vulnerabilities, including the 
impact of networking and their consequences. 
This part of the database includes network vulner-
abilities (sniffing, spoofing, etc.), as well as the 
impact of filters on the intrusion path. Such vul-
nerabilities cannot be included in the vulnerabil-
ity database unless the IT infrastructure topology 
itself is taken into consideration.

It is necessary to emphasise here that we 
have considered vulnerabilities solely in 
terms of the technical/technological aspect 
of the organisation of the IT infrastructure, 
and not vulnerabilities in terms of the formal 
functioning (security policies and procedures 
applied within an organisation) (Škundrić 
2017).

Security policies 

The next step in the implementation or 
control of the monitored system inventory 
is organisational, or, more precisely, the im-
plementation and overview of the aspects of 
security policies that would affect the cre-
ation of events and/or report processes, or re-
sponses (Ganame, Bourgeois, Bidou and Spies 
2006).

Policy aspects that have to be reviewed, or 
properly configured are the following:

authorisation process. 
the process of testing and reviewing proce-

dures.
These two aspects will provide information 

regarding the behaviour that sensors should send 
to event collectors. On the basis of this, we can 
conclude that events such as access to the sys-
tems by an administrator, scanning ports on the 
network and network segments etc., depending on 
the policy itself, can be treated as events import-
ant for monitoring the overall security level of the 
information system of a company. Aside from the 
above mentioned, policies can be used to prevent 
some employees from accessing certain system 
resources, and should such an attempt be made, 
an alarm can be raised.

All the mentioned or similar examples are part 
of predefined rules that must be contained within 
the knowledge base.
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Status evaluation 

The last, but not the least important part of 
the knowledge base is the level of security of 
the system that is being monitored. In the sta-
tus evaluation itself, an actual event is correlat-
ed with predefined vulnerabilities defined in the 
system vulnerability database, as well as limita-
tions linked to security policies. This mechanism 
should perform an analysis of vulnerability by 
system, i.e. a list of vulnerabilities that every sys-
tem is exposed to, their relative impact, or critical-
ity of the detected system vulnerabilities, as well 
as possible attack paths that could be used.

Generating events

E-boxes are responsible for creating events, 
in the form of system events. These boxes should 
be set up to generate the largest possible amount 
of information, or records, without affecting their 
normal operation. These records can be sent in real 
time or stored for a given period of time before 
being sent to C-boxes, which collect all the events 
generated by E-boxes. A general recommendation 
is that all the records be sent to the central records 
management system, in our case, C-boxes, in or-
der to avoid all manner of threats.

C-boxes contain mechanisms for correlating 
system records (event correlation is a technique for 
giving meaning to a very large number of events 
and giving priority to specific events that are very 
important within that mass of information), and 
this is achieved by searching and analysing rela-
tionships between events. On the basis of this, we 
can conclude that C-boxes are responsible for the 
qualification and removal of unnecessary content 
from system records. Nevertheless, this theoreti-
cal approach to the activities of C-boxes should 
be accepted with caution, since it is completely or 
partially inapplicable in certain cases, especially 
in terms of system performance. A typical exam-
ple of the impossibility of application would be 

the analysis of system records for applications, or 
records generated by operating systems. Unlike 
the previously mentioned cases, this approach can 
be used in the management of records created by 
IDS devices/systems.

The best option is filtering records at the very 
source of information, system records, i.e. at the 
E-box itself. This form of filtering would signifi-
cantly reduce the number of records that would be 
forwarded to the C-boxes. In order to perform this 
activity in a successful manner, the E-box events 
should be qualified before generating each record. 
The qualification of these events is determined by 
two factors:
•	Structural specification; in this case, some of the 

events will not be created if they concern some 
system components that are not present on the 
system that is being monitored. This type of fil-
tering is typically implemented on IDS systems 
and firewall devices, i.e. devices used for filter-
ing network traffic. 

•	Polices based on security policies; these filters 
are set up with the goal of avoiding the gener-
ation of events that are in accordance with the 
security policies of the company. A typical ex-
ample are commands that can be allowed to cer-
tain users at a certain time, that is to say, ports 
scanning activities from certain network devic-
es, IP addresses, etc.

Even though filtering in advance of the 
C-boxes reduces the number of system re-
cords that need to be processed, this approach 
also has several important drawbacks. C-box-
es are used for collecting system records from dif-
ferent sensors and translating them into a standard 
format that can be comprehended by the system 
(Škundrić, Korać and Davidovac 2020: 233)

The first of the drawbacks is the very difficult 
maintenance of filters distributed in this manner. 
The consequence of this method of traffic filter-
ing is the existence of very strict procedures that 
manage changes on the system, in which it must 
be defined that every change on the system also 
requires the evaluation of filters. On top of all this, 
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most filters are created at the application level, 
hence, they use a large number of different con-
figuration files, which significantly increases the 
complexity of their management.

The second drawback is the real risk of cancel-
ling certain alarms and security records.

The conclusion is that filtering systems re-
cords can result in the loss of records with which 
it is possible to perform an adequate forensic anal-
ysis in the case of detected problems, i.e. there is a 
real danger that certain system records that are not 
important in one moment can become of utmost 
importance in another.

Gathering and storage 
Data collecting 

The real value of gathering, collecting and an-
alysing data, or system records, is in finding with-
in the forest of data actual data that can have a 
certain value for the organisation itself (Škundrić, 
Korać and Davidovac 2020: 238).

Collecting data from heterogeneous sourc-
es comprehends the existence of two types of 
agents: protocol agents and those in charge of 
applications. The first ones gather information 
from E-boxes, while the others parse information 
in order to store it in a “pseudo-standard” format. 
These two modules are connected by a dispatch-
er. Such an architecture allows for a high level of 
availability and even load balancing of the sys-
tem, which can be set at any level within the in-
frastructure.

Protocol agents

Basic functions

Protocol agents are designed to receive infor-
mation from specific transport protocols, such as 
syslog, snmp, smtp, html, etc. They function as 
server applications and their sole purpose is to lis-
ten to the connections, i.e. the traffic coming from 
E-boxes and to collect data that will be available 

to the dispatcher.
The simplicity of such agents makes them easy 

to apply and maintain.
Data in its original format is most common-

ly stored in the form of simple files, even though 
direct transmission to the dispatcher via named 
pipes, sockets or shared memory provides better 
performance.

Performance and availability 

An interesting part of this approach is the ease 
with which a large number of agents can be dis-
tributed, since they represent simple applications 
that do not share information between themselves. 
Therefore, it is possible for very large systems, 
even server farms, to be connected via syslog or 
snmp, to the SOC and to be serviced by standard 
HA and LB equipment. Cluster architecture is 
also one of the options.

The goal is to ensure a data collecting platform 
that can be scaled according to needs and also 
have high availability, regardless of which data 
collection protocol is applied.

Security 

From the security point of view, the most im-
portant thing is to ensure the integrity of data col-
lected by the agents. This is especially important 
if the data will be transmitted to the final process-
ing point via a shared network or a network that is 
considered to be insecure. 

By looking at the TCP/IP protocol architec-
ture, we can conclude that most data collection 
protocols rely on the UDP layer of this protocol. 

It seems that it is necessary to encapsulate 
such data into secure channels in order to en-
sure that it will reach the data collection agent 
unaltered or compromised in any other way (the 
CIA approach should be applied – Confidential-
ity, Integrity, Availability). Therefore, it is neces-
sary that all three conditions are met in order to 
ensure security quality, but it is also necessary to 
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find the optimal balance, without compromising 
the functioning of the organisation itself (Korać, 
Prlja and Diligenski 2016). This final reason also 
concerns the data sent via TCP (the same as that 
sent via smtp or http). However, in order to 
maintain a high performance level and enable 
a better functioning of the HA and LB, it would 
be wise to perform data encryption operations 
on appropriate equipment, on both sides of the 
communication line (Škundrić 2017).

Dispatcher and application 
agents 

The purpose of dispatchers is to determine the 
form, i.e. the type of source event, and then to for-
ward the original message to the appropriate ap-
plication agent. In this case, the implementation is 
relatively simple when a specific pattern is found 
for every type of source from which the data could 
have been obtained.

Autonomous operations performed by a dis-
patcher are as follows:

listening to incoming channels from protocol 
agents, such as sockets, named pipes, V-system 
message queues (mqueue), etc.,

verifying pattern matching against a pattern 
database, which should be incorporated into the 
system previously so as to prevent the endanger-
ment of system performance. This database con-
tains patterns that are specific to each pair (E-box 
type, Xmit protocol), because numerous event 
creators use messages in different formats, de-
pending on the transmission protocol, and

sending the original message to the agent for 
specific E-box applications via suitable outgoing 
channels.

Application agents 

Application agents are specific to each pair 
(E-box, Xmit protocol). They format messages 
so that they match the generic model from the 
message database (Škundrić 2017).

Autonomous operations performed by 
agents for applying collected data are as fol-
lows:

listening to incoming channels from protocol 
agents, such as sockets, named pipes, V-system 
message queues, etc.,

parsing the original message into standard 
fields, and 

transmitting the formatted message to the ap-
propriate D-boxes. Any type of channels can be 
used here, depending on the nature of the D-box 
(database, connected indicators, etc.).

Data formatting and 
storage 

Two types of data have to be formatted in a 
“standard” manner (i.e. homogenous and com-
prehensible to any SOC module): host entries and 
collected messages.

Host (client) entries

Unique client identification 
The need for a standardised structure of client 

data appears in the following cases:
sensors can transmit client information in 

the IP address or FQDN (Full Qualified Do-
main Name) format,

multi-homing techniques provide the possibil-
ity of multiple IP addresses for the same physical 
system,

virtual client techniques provide the possibili-
ty of multiple FQDNs for the same physical sys-
tem, and 

HA and LB systems can disguise the existence 
of multiple systems behind a single IP address or 
FQDN.

The identification of clients by either their IP 
address or FQDN does not appear to be reliable. 
Moreover, in the constant need for performance, 
a reverse DNS lookup cannot be performed for 
every new (IP address) FQDN that is detected in 
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records.
Furthermore, it is necessary to rely on inde-

pendent identification, which does not depend on 
the IP address or FQDN. As the only acceptable 
solution, a host/client token is identified.

Data analysis and reporting

Basic operations that result in the creation of 
alarms are:

•	 correlation,
•	 structural analysis,
•	 intrusion path analysis, and 
•	 behaviour analysis.
Correlation represents a stand-alone ac-

tivity that leads to the creation of contexts 
for records so as to conduct certain analyses 
later and establish whether characteristics of 
attacks or any malicious behaviour can be 
found in the records.

Structural analysis can be compared to an ad-
vanced method of matching patterns, used to de-
termine which possible events have led or could 
lead to the compromising of the security of an in-
formation system. Examining the method of intru-
sion is the next step, the result of which is infor-
mation on the exposure of the monitored system 
to a given attack or type of attacks, if the generic 
analysis is used. After that, behaviour analysis 
will integrate elements of the security policy with 
the goal of determining whether a given attack is 
possible or allowed.

The purpose of the listed activities is to gen-
erate alarms that are activated only in cases of 
oversights being found in the structure that allow 
certain types of intrusions (e.g.: scanning, finger-
printing, exploitation, backdooring or deleting an 
attack history), but also take into account defined 
security policies, and the criticality of the targeted 
systems.

Interfaces 

When it comes to the SOC, there are two basic 
types of consoles:

SOC console, 
end user port.

SOC console 

The SOC console, i.e. the R-box, is primari-
ly intended for internal analysis and usually rep-
resents unformatted data from different parts of 
the SOC system, such as the K-box. There are 
three interfaces within the SOC console:

Real-time monitoring interface, which pro-
vides data in its original form, obtained from the 
message process within the K-box. This approach 
enables the basic function of cleansing records, 
such as the egrep function, in order to extract cer-
tain messages that can be used for debugging, in-
depth analysis or, in case of an event, re-creation.

The incident management interface rep-
resents an internal mechanism for generating 
and managing incident related tickets, as well 
as incident management. This mechanism 
provides quality alarms, as well as a certain 
amount of data that can be used in the pro-
cess of debugging, i.e. control points of the 
information security incident management 
process.

The statistical analysis interface provides data 
in its original format that can be used for statistical 
purposes at a predefined interval. This interface is 
usually used as an input parameter for a graphic 
representation of specific information.

End user port 

The end user port provides visual communi-
cation with the monitored information system. It 
is designed with the purpose of displaying differ-
ent levels of reports in a format that is readable 
for end users, as well as complexities, depending 
on the person for whom the report is intended (as 
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opposed to the SOC console, which is intended 
exclusively for experts to use in cases of trouble-
shooting the system itself). Information that can 
be found at the end user port is intended for all 
parties involved, from the manager, the engineer, 
and up to the people who deal exclusively with 
information security. The console itself is divided 
into three basic parts:

Permanent risk evaluation interface – pro-
vides information on the current security lev-
els of monitored configurations and versions 
of the system software. It provides informa-
tion on the overall security level, vulnera-
bility and criticality characteristics and de-
scriptions, intrusion scenarios and patch and 
configuration details.

Security activity – medium-term or long-term 
reporting that provides general data on the type 
of intrusion, frequency, sources and consequences 
on the monitored system. At a lower level, it is 
used in order to determine movement and identify 
specific details, such as recurring attack sources 
or most frequently attacked services that should 
be monitored.

System status – represents the interface in 
“pseudo-real time” for the end user, which 
allows direct tracking of open incidents, sys-
tems that are being attacked and intrusion 
paths activated by intruders.

Conclusion 

Proper responses to attacks most com-
monly depend on the organisation and the 
procedures applied by the attack response 
teams. The responses vary in the range from 
passive monitoring and collecting informa-
tion up to the emergency shutdown of the 
attacked system by reporting the incident to 
the appropriate CERT (Computer Emergen-
cy Response Team – a team that completely 
resolves the problem in terms of communi-
cation with all stakeholders, as well as tech-

nical-technological changes on the system 
with the goal of removing the consequences. 
CERTs can be local and global and, depend-
ing on the organisation, they act globally or 
locally, with more or less technically oriented 
activities). Naturally, an appropriate response 
should be determined before an attack occurs, 
procedures must be validated, and then safe-
ly stored (primarily in terms of integrity) and 
made available to monitoring teams.

Simply put, a certain level of escalation 
must be defined in the SOC in order to ensure 
a quick and efficient response, in parallel with 
the use of appropriate human resources. 

The first level should be those referred 
to as agents, i.e. technical intermediary staff 
that are capable of spotting events created by 
A-boxes. The second level should be a team 
of technical experts. They are responsible 
for analysing intrusion events which have 
not been defined a priori. Their priority is to 
qualify events by using the SOC console in-
terface and to provide a temporary solution 
for the first level agents to apply. The third 
level should be a “laboratory” in which suspi-
cious packages, system operations etc. should 
be re-examined so as to determine the nature of 
the unknown attack and to provide a fully qual-
ified response procedure. The laboratory should 
also be responsible for contacting the vendors 
of operating systems, applications, hardware, 
etc. in order to design patches and/or to apply 
them. In its primary form, a “laboratory” rep-
resents one of the sandbox solutions.
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REZIME
TEHNOLOŠKI ASPEKT 
GLOBALNE ARHITEKTURE 
CENTRA ZA UPRAVLJANJE 
BEZBEDNOŠĆU 
ORGANIZACIJE

Ključne reći: SOC, Centar za upravl-
janje bezbednošću orgsnizacije, bez-
bednost informacija. 

Globalnom arhitekturom centra za upravljanje 
bezbednošću u okviru organizacije podrazumeva 
se implementiranje svih modula i sistema kojima 
se vrši generisanje sigurnosnih događaja, prik-
upljanje sigurnosnih događaja, skladištenje sig-
urnosnih događaja i analiza i reakcija u slučaju 
detektovanih incidenata. Određeni nivo eskalacije 
mora se definisati u SOC-u kako bi se osigurala 
brza i efikasna reakcija, paralelno s korišćenjem 
odgovarajućih ljudskih resursa U radu su istaknuti 
preduslovi pravilne implementacije Centra za up-
ravljanje bezbednošću organizacije. 
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